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The Prisoners’ Dilemma


The Prisoners’ Dilemma is perhaps the best-known strategic game, as suggested by Dixit and Nalebuff,
 and it illustrates how cooperation is often the best strategy.  The Prisoners’ Dilemma also is useful for demonstrating how to use two very useful decision tools, a decision tree and a payoff matrix, and how to employ a mini-max strategy.

     
Suppose that in Russia during the Stalin era, a conductor of an orchestra was traveling by train and was reading the score of the music he was to conduct at his next engagement.  Two KGB policemen watched him reading and, thinking that the musical notations were some secret code, arrested him as a spy.  The conductor protested that it was only Tchaikovsky’s Violin Concerto, but with no success.  On the second day of his imprisonment, an interrogator walked up to the conductor and said confidently, “You had better tell us everything you know.  We have caught your friend Tchaikovsky, and he is already talking.”

    
 The KGB had, in fact, picked up a man whose only offense was that he was named Tchaikovsky, and they were subjecting him to the same kind of intense  interrogation.  If the two innocents withstand this treatment and confess nothing, they will both get off with a relatively mild three-year sentence (the standard punishment at that time for doing nothing).  On the other hand, if the conductor makes a false confession and implicates Tchaikovsky while Tchaikovsky holds out, the conductor gets a  reduced sentence of one year and Tchaikovsky gets the maximum sentence of 25 years  for being recalcitrant.  Of course, the tables will be turned if the conductor stands firm and Tchaikovsky gives a false confession and implicates the conductor (25 years for the conductor, one year for Tchaikovsky).  If both give false confessions and implicate the other person, then both get a reduced sentence of 10 years.  If neither one of them confesses nor implicates the other, they each get three years.  These options are clearly laid out for the two prisoners, who, of course, are never allowed to talk to each other.

     
The conductor reasons as follows: He knows Tchaikovsky is either (a) confessing and implicating him or (b) holding out.  If Tchaikovsky confesses and  implicates him, the conductor gets 25 years by holding out, but only 10 years by confessing and implicating the other person, so it is to his advantage to confess.  If Tchaikovsky is holding out, the conductor gets three years if he holds out and only one  year if he confesses and implicates Tchaikovsky, so it is to his advantage in this scenario to confess and implicate Tchaikovsky.  Thus, confession is clearly the conductor's best strategy.

    
Tchaikovsky is no dummy; he’s sitting in his cell doing the same mental calculations.  He comes to the same conclusion.  The result is, of course, that both men confess and implicate the other and are sent to Siberia for 10 years (the KGB have played this game many times and know they will get something on both men, regardless if it is true or not, and be able to fill their quota of prisoners).

     
When the two men meet in the Gulag Archipelago, they compare stories and realize that they are both innocent and that they have been duped.  If they had both held out and said nothing, they each would have gotten only three years instead of the 10 they wound up with.  However, the temptation to get sent away for only one year by  confessing and implicating the other was so overwhelmingly tempting at the time that they could not resist, and thus were in for 10 years.


The decisions the prisoners had to contemplate is best illustrated by using two decision tools, a decision tree (Figure 1 below) and a payoff matrix (Figure 2) below.  The term “rat” or “not rat” is used to indicate whether or not one prisoner will implicate the other by making a false charge against him.  The numbers in the decision tree and the payoff matrix are arranged with the conductor’s consequences of ratting or not ratting  first, then Boris’s consequences of ratting or not ratting.

Figure 1


Figure 2

 SHAPE  \* MERGEFORMAT 


     



The decision tree and the payoff matrix show the different consequences or outcome of each decision in years in the Gulag.  The saddle point in the payoff matrix is that decision in which both sides get the same payoff – equilibrium.  The saddle point, or equilibrium, is not the maximum benefit for either side, but is the optimum benefit for both sides.  

The Mini-max Theorem 

“The theorem states that in zero-sum games in which the players’ interests are strictly opposed (one’s gain is the other other’s loss), one player should attempt to minimize his opponent’s maximum payoff while his opponent attempts to maximize his own minimum payoff.  When they do so, the surprising conclusion is that the minimum of the maximum (mini-max) payoffs equals the maximum of the minimum (maxi-min) payoffs.  Neither player can improve his position, and so these strategies form an equilibrium of the game.”

“The general proof of the mini-max theorem is quite complicated, but the result is useful and worth remembering.  If all you want to know is the gain of one player or the loss of the other when both play their best mixes, you need only compute the best mix for one of them and determine its result.”

 “To put it in plain language, the mini-max theorem says that there is always a rational solution to a precisely defined conflict between two people whose interests are completely opposite.  It is a rational solution in that both parties can convince themselves that they cannot expect to do any better, given the nature of the conflict.”


In other words, “You know that the best you can expect is to avoid the worst.”

Background

John von Neumann conceived of the basic precepts of game theory in 1928 when analyzing the game of poker.  Von Neumann was a brilliant mathematician, so he put the precepts of game theory into a mathematical format, which he later expanded to apply to economics.  But von Neumann’s first theorem, the mini-max theorem as stated above was the basic foundation of game theory.


Von Neumann’s original insight was that when playing a zero-sum, two-person game, a person must make moves based on the probable moves of his competitor, assuming both players are rationale, and try to minimize the competitor’s maximum gain. 

Therefore, every move in a game must be based on an assessment of what a competitor’s possible moves are.


Von Neumann’s original game theory, the mini-max theorem, works only under the following conditions: 

1. There are only two players.

2. Both players are rationale and desire to win and to avoid a loss.

3. It is a zero-sum game (one player’s win is +1 and the other player’s loss is -1) and, thus, no cooperation is possible.

4. The players have only two choices or strategies.

5. There is perfect knowledge; in other words, all the possible moves are known to both players and there is no hidden information.

6. The game is played once.

Later refinements of von Neumann’s original mini-max theorem, which he proved mathematically, included the Prisoner’s Dilemma game (multiply games played), Nash’s Equilibrium (more than two or many players), and economic risk theories (multiple games, multiple players, and multiple strategies).

The Pie Game

Probably the best and simplest example of the mini-max theory is the Pie Game. 


In 1993, I was conducting a negotiating seminar for the Iowa Broadcasters Association (IBA).  As I went into the seminar I passed a table that displayed several inviting Iowa home-made pies.  I bought one of the pies and took it to the seminar room, but before I entered the room, the executive director of the IBA introduced me to his 15-year-old son and asked if the boy could attend the negotiating seminar.  


“Of course,” I said, wanting to be accommodating and realizing that the boy’s presence gave me an excellent opportunity to play the Pie Game.


Before I began the seminar, I put the pie I had purchased on a first-row table and asked the boy to come forward, which he did with some trepidation.  I asked him if he liked pie.


“I sure do!”, he replied enthusiastically.


“Me, too.  I love pie!”, I gushed.


“Well, I’ll tell you what I’m going to do,” I said.  “See this scrumptious pie here?  I’m going let you choose how much of it you want.  We’re going to play the Pie Game.”

Then I said slowly, pausing between the two rules: “There are only two rules in the Pie Game, which are: Rule #1 is that you can cut the pie any way you want.  (pause)  Rule #2 is that I get to choose the first piece.”


When I told him the first rule, the boy’s face lit up; he was almost drooling.  When I told him the second rule, his face dropped and his brow became furrowed.  He pondered for almost a minute.  Then, with a big smile on his face, he cut the pie with extreme care exactly in half.


I gave a big sigh of relief because the boy had figured out the correct strategy, as game theory and the mini-max theory had predicted.  He had minimized the maximum size of my piece of pie (mini-max) and he had maximized the minimum size of the piece of pie that would be left after I chose (maxi-min).  Because the values of the mini-max and the maxi-min strategies must be the same (which is what mathematical calculations prove), he had cut the pie in half.


I doubt if the boy knew about game theory or the mini-max strategy or could work out the mathematical proof, but he liked pie and was rational.  So as a reward for being rational and intelligent enough to figure out the correct strategy, I gave him the entire pie, which delighted him, the audience, and me because I had made a dramatic point to begin my negotiating seminar.

The Prisoners’ Dilemma and Mini-max


The point of the Prisoners’ Dilemma game is that if both had not been greedy and had not tried to maximize their own advantage (one-year sentence) at the expense of the other, and had cooperated silently, they both would have been better off (lower right-hand box in the Payoff Matrix).  If both had pursued a mini-max strategy and accepted the second best conditions (three years by both holding out), both would have been out seven years sooner.


When making any strategy decision it is a good idea to use a decision tree and a payoff matrix; because these decision tools can help you visualize and analyze your alternatives.  See “Game Theory – Programming” and “Game Theory – Sales” in the 

“Papers by Charles Warner” link on www.charleswarner.us for examples of how to use decision trees and payoff matrices in business strategy situations. 


Also, when making strategy decisions it is best to employ a mini-max strategy.  Simply stated, “Don’t get greedy.”
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